Abstract

We present a brief survey of some of the key results on the interplay between algebraic and graph-theoretic methods in the study of the complexity of digraph-based constraint satisfaction problems.
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1 Introduction

At the expense of elegance and tradition, and since in all likelihood the reader is already acquainted with some or all aspects of the topic at hand, we shall spare her the customary high-level introductory paragraphs, and refer to [10, 25, 76, 52] for more detailed accounts on motivation, background, and history of the field; in particular, we highly recommend the paper [61] for an excellent overview of algebraic methods in the study of digraph CSPs, as well as a wealth of interesting examples. In brief: the constraint satisfaction problem is a natural, flexible framework which encompasses several decision problems which are ubiquitous and fundamental in computer science; the introduction of powerful algebraic techniques in the pioneering work of [47], [62], [63] and [21] has led to a much deeper understanding of the algorithmic complexity of fixed-template CSPs; precise conjectures have been formulated linking the algorithmic and descriptive complexity of these CSPs to the algebraic properties of the fixed template. Very roughly, the paradigm underlying this theory is the following: if the template supports structure-preserving operations (polymorphisms) that obey “nice enough” identities, then the associated decision problem should be well-behaved from an algorithmic point of view; and if no such operations are present, then the problem is hard for some well-known complexity class. The present paper, concerned with the interplay of algebraic and graph-theoretic techniques in the study of these conjectures, focuses on CSPs whose fixed template is a digraph, possibly with some extra unary constraints. These are known in the literature under various names, such as graph or digraph homomorphism problems, digraph list homomorphism problems, digraph with constants problem, digraph retraction problem, one-or-all list homomorphism problems, and so on.

Why digraphs? Obviously these structures offer a good source of examples to test conjectures because they are simple, natural and we have powerful representation techniques for digraphs (in other words, we can draw them). One can sometimes hope to explicitly describe combinatorial properties that turn out to characterise the complexity. On the other hand, digraphs are flexible enough to encode complex problems. Secondly, various natural conditions can be imposed on digraphs to obtain subfamilies such as simple graphs, graphs with loops, posets, tournaments, acyclic digraphs, etc. as to make testing some difficult conjectures more amenable; in this respect, the considerable literature on graph theory is a powerful tool. Thirdly, and perhaps more interestingly, the proofs of some strong general theorems on CSPs rely on results specifically on digraphs, see for instance [13]. It should also be noted that the complexity of CSPs on digraphs has been studied well before algebraic tools were introduced; in fact the concept of graph homomorphism can be traced back to the mid 20th century, and its complexity-theoretic aspects at least as far back as the late 70’s.

To streamline the presentation, and in order to make this survey accessible to both
mathematician and computer scientist alike, we shall avoid more involved universal algebraic concepts and results concerning varieties, tame congruence theory and such, and try to rephrase the relevant results only in terms of polymorphisms of structures whenever possible; for a more detailed account we refer the gentle reader to [10, 25]. The small price to pay for this approach is that some of the terminology we use is slightly non-standard (namely Definitions 5 and 6). Similarly, we avoid most technicalities concerning complexity issues and refer the reader to [2, 87] for these.

We make no claim at comprehensiveness, and obviously certain editorial choices have been made as to the inclusion or not of certain results. The literature on the complexity of digraph homomorphism is quite vast, so we shall focus mainly on those results involving algebraic techniques. Fixed-template constraint satisfaction problem involving digraphs that appear in the literature can be roughly classified into one of four different categories: (i) the “straightforward” CSP($\mathbb{H}$) where $\mathbb{H}$ is a digraph; (ii) the so-called CSP with constants, or retraction problem, or one-or-all list homomorphism problem CSP($\mathbb{H}^+$) where $\mathbb{H}^+$ is the structure consisting of the digraph $H$ together with all unary singleton relations $\{h\}$ with $h \in H$; (iii) the list homomorphism or conservative constraint satisfaction problem CSP($\mathbb{H}^+$) where $\mathbb{H}^+$ is the structure consisting of the digraph $\mathbb{H}$ together with all non-empty unary relations $S$ with $S \subseteq H$; (iv) constraint satisfaction problems of one of the above forms but with various restrictions on the inputs (bounded degree, connected lists, bipartite inputs, etc.) Since this last case has not been much investigated with the use of algebraic tools we focus mainly on cases (i), (ii), (iii): in the sequel we shall refer to CSPs of one of these forms as digraph CSPs.

Some of the questions we wish to address in this paper are the following: are the dichotomy conjectures proved for a particular class of digraphs? Is there a combinatorial characterisation of the digraphs admitting such and such polymorphisms? Is there a combinatorial description of the digraphs whose CSP is solvable with such and such restriction on a given resource? Is there some collapse (of Mal’tsev conditions or complexity) for such and such class of digraphs?

Here is a brief outline of the paper: in section 2 we first introduce the basic notation and concepts in algebra, (descriptive) complexity and graphs that we require in the sequel. We shall then state in section 3 the important general results on CSPs we need later on, as well as the conjectures that will orient our presentation. In section 4 we present results on CSPs on digraphs and consider various subfamilies of digraphs; sections 5 and 6 deal with the variants of the CSP alluded to earlier, namely digraphs with constants and the list homomorphism problem. Section 7 closes the paper with a series of open problems.

## 2 Preliminaries

Where we set our notation and define our terms.

### 2.1 Relational structures and digraphs

A (finite) relational structure is a tuple $\mathbb{H} = \langle H; \theta_1, \cdots, \theta_r \rangle$ where $H$ is a non-empty, finite set, and for each $1 \leq i \leq r$, $\theta_i$ is a relation of arity $\rho_i$ on $H$, i.e. $\theta_i \subseteq H^{\rho_i}$; the signature of $\mathbb{H}$ is the sequence $(\rho_1, \ldots, \rho_r)$. In the sequel, all structures will be assumed finite, and equipped with finitely many basic relations. Let $\mathbb{H}_i = \langle H_i; \mu'_1, \cdots, \mu'_{c_i} \rangle$, $i = 1, 2$ be two structures of the same signature $\rho_1, \ldots, \rho_r$. The product of $\mathbb{H}_1$ and $\mathbb{H}_2$, is the relational structure $\mathbb{H}_1 \times \mathbb{H}_2 = \langle H_1 \times H_2; \mu_1, \cdots, \mu_{c_1} \rangle$ of the same signature as the $\mathbb{H}_i$, where for every $j = 1, \ldots, r$, $((x_1, y_1), \ldots, (x_{\rho_j}, y_{\rho_j})) \in \mu_j$ if $(x_1, \ldots, x_{\rho_j}) \in \mu'_j$ and $(y_1, \ldots, y_{\rho_j}) \in \mu''_j$. This
extends naturally to any number of factors, and we use the notation $\mathbb{H}^k$ to denote the product of $k$ copies of the structure $\mathbb{H}$.

Let $\mathbb{G} = \langle G; \mu_1, \ldots, \mu_r \rangle$ be a structure with the same signature as $\mathbb{H}$. A function $f : G \to H$ is a homomorphism from $\mathbb{G}$ to $\mathbb{H}$, and we write $f : \mathbb{G} \to \mathbb{H}$, if for every $1 \leq i \leq r$, $(f(x_1), \ldots, f(x_p)) \in \mu_i$ whenever $(x_1, \ldots, x_p) \in \mu_i$. If there exist homomorphisms from $\mathbb{G}$ to $\mathbb{H}$ and from $\mathbb{H}$ to $\mathbb{G}$, we say that $\mathbb{G}$ and $\mathbb{H}$ are homomorphically equivalent. A structure $\mathbb{H}$ is a core if every homomorphism $f : \mathbb{H} \to \mathbb{H}$ is a bijection. It is well-known and easy to verify that every finite relational structure is homomorphically equivalent to a core which is unique up to isomorphism; hence we may speak of the core of a structure.

▶ Definition 1. Let $\mathbb{H}$ be a relational structure. The set of structures that admit a homomorphism to $\mathbb{H}$ is denoted by $CSP(\mathbb{H})$.

Viewed as a decision problem, $CSP(\mathbb{H})$ consists in determining on input $G$ whether there exists a homomorphism from $G$ to $\mathbb{H}$. Obviously if $\mathbb{H}'$ and $\mathbb{H}$ are homomorphically equivalent then $CSP(\mathbb{H}') = CSP(\mathbb{H})$; in particular, for every structure $\mathbb{H}$, we have that $CSP(\mathbb{H}) = CSP(\mathbb{H}')$ where $\mathbb{H}'$ is the core of $\mathbb{H}$.

▶ Definition 2. Let $\mathbb{H} = \langle H; \theta_1, \ldots, \theta_r \rangle$ be a structure.

- Let $\mathbb{H}^{+c} = \langle H; \theta_1, \ldots, \theta_r, \{h\} (h \in H) \rangle$ be the structure obtained from $\mathbb{H}$ by adding every singleton unary relation $\{h\} (h \in H)$ to $\mathbb{H}$ as a basic relation.
- Let $\mathbb{H}^{+l} = \langle H; \theta_1, \ldots, \theta_r, S (\emptyset \subset S \subset H) \rangle$ be the structure obtained from $\mathbb{H}$ by adding every non-empty subset $S \subseteq H$ to $\mathbb{H}$ as a basic relation.

Viewed as a decision problem, $CSP(\mathbb{H}^{+c})$ takes as input a structure $\mathbb{G}$ of the same signature as $\mathbb{H}$ where certain elements of $\mathbb{G}$ have been “pre-coloured” by some value in $H$; one must decide if there exists a homomorphism from $\mathbb{G}$ to $\mathbb{H}$ that respects the pre-colouring. This problem is known in the literature as the homomorphism extension problem [79], or one-or-all list homomorphism problem [41], and can easily be seen to be equivalent to the so-called retraction problem [41]. On the other hand, $CSP(\mathbb{H}^{+l})$ takes as input a structure $\mathbb{G}$ of the same signature as $\mathbb{H}$ where certain elements of $\mathbb{G}$ are assigned a list of prescribed values in $H$; one must decide if a homomorphism $f$ exists from $\mathbb{G}$ to $\mathbb{H}$ such that $f(x)$ belongs to the list assigned to $x$. This is known as the list homomorphism problem, and such problems are also known as conservative CSPs. Notice that the structures $\mathbb{H}^{+c}$ and $\mathbb{H}^{+l}$ are cores.

2.2 Digraphs

A digraph is a relational structure $\mathbb{H} = \langle H, \theta \rangle$ with a single binary relation $\theta$; the members of $H$ are the vertices of $\mathbb{H}$ and the elements of $\theta$ are called arcs. If $(h, h')$ is an arc we say that $h$ is an in-neighbour of $h'$ and $h'$ is an out-neighbour of $h$; we also say that $h$ and $h'$ are neighbours. The digraph $G = \langle G; \rho \rangle$ is an induced subdigraph of $\mathbb{H}$ if $G \subseteq H$ and $\rho = \theta \cap G^2$. A digraph $\mathbb{H}$ is connected (strongly connected) if for every distinct $h, h' \in H$ there exists a sequence $h = x_0, \ldots, x_n = h'$ of vertices of $\mathbb{H}$ such that $x_i$ and $x_{i+1}$ are neighbours $(x_i, x_{i+1})$ is an arc, respectively) for all $0 \leq i \leq n - 1$. A connected component (strong connected component) of $\mathbb{H}$ is a connected (strongly connected respectively) induced subdigraph of $\mathbb{H}$ maximal with respect to inclusion. A digraph $\mathbb{H} = \langle H; \theta \rangle$ is bipartite if $H = A \cup B$ with $A$ and $B$ disjoint such that $\theta \subseteq A \times B \cup B \times A$.

An arc of the form $(h, h)$ is a loop; the digraph $\mathbb{H}$ is reflexive if $\theta$ contains all loops, and is symmetric if $(h, h') \in \theta$ implies $(h', h) \in \theta$; symmetric digraphs are often called graphs, and a simple graph is a graph without loops. The underlying graph of a digraph $\mathbb{H}$ is the graph obtained from $\mathbb{H}$ by replacing every arc by a symmetric edge. A digraph is
antisymmetric if \((h,h'),(h',h)\in \theta\) implies \(h = h'\), and it is transitive if \((h,h''),(h',h'')\in \theta\) whenever \((h,h'),(h',h'')\in \theta\). A poset is a reflexive, antisymmetric, transitive digraph.

An oriented path is a digraph with vertex set \(\{x_0, \ldots, x_n\}\) \((n \geq 1)\) such that, for every \(i = 0, \ldots, n - 1\), precisely one of \((x_i, x_{i+1})\) or \((x_{i+1}, x_i)\) is an arc, and there are no other arcs; an oriented cycle is a digraph with vertex set \(\{x_0, \ldots, x_n\}\) \((n \geq 1)\) such that, for every \(i = 0, \ldots, n - 1\), precisely one of \((x_i, x_{i+1})\) or \((x_{i+1}, x_i)\) is an arc, precisely one of \((x_0, x_n)\) or \((x_n, x_0)\) is an arc and there are no other arcs. The net length (or algebraic length) of an oriented cycle is the number of forward arcs minus the number of backward arcs according to some fixed traversal of the cycle. An oriented cycle is balanced if it has net length 0, and unbalanced otherwise. An \(n\)-vertex oriented cycle of net length \(n\) we call a directed cycle (or circle). An oriented tree is an antisymmetric digraph whose underlying graph is a tree, i.e. an acyclic connected graph.

2.3 Polymorphisms

Let \(\mathbb{H}\) be a relational structure. A polymorphism of \(\mathbb{H}\) of arity \(k\) is a homomorphism from \(\mathbb{H}^k\) to \(\mathbb{H}\). If \(f\) is a polymorphism of \(\mathbb{H}\) we also say that \(\mathbb{H}\) admits \(f\), or that \(\mathbb{H}\) is invariant under \(f\). A polymorphism is idempotent if it satisfies \(f(x,x,\ldots,x) = x\) for all \(x \in H\), and is conservative if \(f(x_1, \ldots, x_n) \in \{x_1, \ldots, x_n\}\) for all \(x_i \in H\).

We use the convenient notation \(f(x_1, \ldots, x_k) \approx g(y_1, \ldots, y_n)\) to indicate equality where all variables are universally quantified, and call such an expression a linear identity.

A semilattice operation is an associative, idempotent, commutative binary operation. Let \(k \geq 2\); a \(k\)-ary operation \(f\) is cyclic if it obeys
\[
f(x_1, \ldots, x_k) \approx f(x_k, x_1, \ldots, x_{k-1});
\]
it is symmetric if, for every permutation \(\sigma\) of the set \(\{1, \ldots, k\}\), it obeys the identity
\[
f(x_1, \ldots, x_k) \approx f(x_{\sigma(1)}, \ldots, x_{\sigma(k)});
\]
and finally call \(f\) totally symmetric (TS) if
\[
f(x_1, \ldots, x_k) \approx f(y_1, \ldots, y_k)
\]
whenever \(\{x_1, \ldots, x_k\} = \{y_1, \ldots, y_k\}\).

For \(k \geq 3\), the operation \(f\) is a near-unanimity (NU) operation if it obeys the identity
\[
f(x, \ldots, x, y, x, \ldots, x) \approx x
\]
for any position of the lone \(y\). A 3-ary NU operation is called a majority operation. For \(k \geq 2\), the idempotent operation \(f\) is a weak near-unanimity (WNU) operation if it obeys the identities
\[
f(x, \ldots, x, y, x, \ldots, x) \approx f(x, \ldots, x, y, x, \ldots, x)
\]
for any positions of the lone \(y\)’s.

A 3-ary operation \(f\) is Mal’tsev if it obeys the identities
\[
f(y, y, x) \approx f(x, y, y) \approx x.
\]
A 4-ary, idempotent operation \(f\) is Siggers if it satisfies the identity
\[
f(a, r, e, a) \approx f(r, a, r, e).
\]

We now gather some well-known implications involving the special polymorphisms defined here; as some of these results are folklore, we give a general reference only [25] (see also [67].)
Proposition 2.1. If a structure admits a (conservative) semilattice polymorphism then it admits (conservative) idempotent \( k \)-ary TS polymorphisms for all \( k \geq 2 \). A structure admits a Siggers polymorphism if and only if it admits a WNU polymorphism. If a structure admits an idempotent polymorphism \( f \) which is cyclic, symmetric, TS, NU or Mal’tsev then it admits a WNU polymorphism; moreover, in each case, if \( f \) is conservative, so is the WNU polymorphism.

2.4 Datalog

Many naturally occurring tractable CSPs fall within one of two families of CSPs, namely problems of bounded width and those with few subpowers. The first family consists of problems solvable by local consistency methods; the CSPs in the second family are those that are solvable by an algorithm that shares many characteristics with Gaussian elimination; both classes of problems are characterised by identities [14], [19, 59]. As far as we can tell very little is known about digraph problems with few subpowers which do not have bounded width.

It is convenient for us to describe problems of bounded width with the use of the logic programming language Datalog; for more details see for instance [76]. A Datalog program is a finite set of rules of the form

\[
T_0 : - T_1, \ldots, T_n
\]

where each \( T_i \) is an atomic formula \( R(x_{i1}, \ldots, x_{in}) \) from some fixed signature. Then \( T_0 \) is called the head of the rule, and the sequence \( T_1, \ldots, T_n \) the body of the rule. There are two kinds of relational predicates occurring in the program: predicates \( R \) that occur at least once in the head of a rule are called intensional database predicates (IDBs) and are not part of \( \tau \). The other predicates which occur only in the body of a rule are called extensional database predicates and must all lie in \( \tau \). One special IDB, which is 0-ary, is the goal predicate of the program. Each Datalog program is a recursive specification of the IDBs, with semantics obtained via least fixed-points of monotone operators. The goal predicate is initially set to false, and the Datalog program accepts a structure \( G \) if its goal predicate evaluates to true on \( G \).

A Datalog program is linear if each of its rules has at most one occurrence of an IDB in its body. Given a rule \( t \) of the form

\[
I : - J, T_1, \ldots, T_n
\]

of a linear Datalog program where \( I \) and \( J \) are IDB’s, its symmetric complement \( t_s \) is the rule

\[
J : - I, T_1, \ldots, T_n;
\]

if \( t \) has no IDB in the body then we let \( t_s = t \). A linear program is said to be symmetric if it contains the symmetric complement of each of its rules. Finally, a Datalog program is non-recursive if the body of every rule contains only EDB’s.

Definition 3. A class \( C \) of structures is said to be definable in (linear, symmetric, non-recursive) Datalog if there is a (linear, symmetric, non-recursive) Datalog program which accepts precisely the structures from \( C \).

By their nature, Datalog programs define homomorphism closed classes of structures, hence in the context of CSPs a Datalog program accepts precisely the structures that do not map to the target structure; for instance it is a nice exercise to write up a symmetric Datalog
program that recognises precisely non-bipartite graphs. To simplify the presentation we shall just say that $\text{CSP}(\mathbb{H})$ is definable in (linear, symmetric, non-recursive) Datalog rather than introduce extra notation. CSPs definable in Datalog are said to be of \textit{bounded width}; CSPs definable in non-recursive Datalog are precisely those that are first-order definable; this was first proved in [3]; a slightly more refined result is Theorem 2 of [24]. $\text{CSP}(\mathbb{H})$ has \textit{width} 1 if it is recognised by a Datalog program whose IDBs are at most unary; a structure $\mathbb{H}$ has this property precisely if it admits a \textit{set polymorphism}, or equivalently, if it admits TS polymorphisms of all arities [39, 34].

If $\text{CSP}(\mathbb{H})$ is definable in Datalog, then it is tractable; if it is definable in linear (symmetric) Datalog then it is solvable in non-deterministic (deterministic) logspace (see [76]). Combining results from [9], [84] and [67], the following characterises CSPs of bounded width.

\begin{theorem} Let $\mathbb{H}$ be a core structure. Then the following are equivalent:
  1. $\text{CSP}(\mathbb{H})$ has bounded width;
  2. there is some $N$ such that $\mathbb{H}$ admits $k$-ary WNU polymorphisms for all $k \geq N$;
  3. $\mathbb{H}$ admits idempotent polymorphisms $v$ and $w$ satisfying
     \begin{align*}
     v(x, x, y) &\approx v(x, y, x) \\
     w(x, x, x, y) &\approx w(x, y, x, x) \\
     v(y, x, x) &\approx w(y, x, x, x).
     \end{align*}
\end{theorem}

\section{General results}

\subsection{Three Conjectures and Some Results}

It follows from deep results in universal algebra [58] that the existence of certain well-behaved polymorphisms on a structure $\mathbb{H}$ is equivalent to the impossibility of obtaining from $\mathbb{H}$ certain “minimal” structures via so-called \textit{pp-interpreations}. It turns out that the CSPs associated to these minimal structures are logspace reducible to the original CSP [21, 76]; and hence the non-existence of the polymorphisms gives rise to natural hardness results, which are presented in Theorem 7 below. Conversely, it is believed (at least by some ...) that the presence of these polymorphisms should give complexity upper bounds (Conjecture 3.1). For completeness’ sake we now define the polymorphisms in question.

\begin{definition} Let $H$ be a structure, and $n \geq 2$. We say that $H$ is \textit{n-permutable} if there exist 3-ary polymorphisms $\{f_1, \ldots, f_{n-1}\}$ of $H$ that satisfy for $i \leq n-2$ the identities
     \begin{align*}
     x &\approx f_1(x, y, y) \\
     f_i(x, x, y) &\approx f_{i+1}(x, y, y) \\
     f_{n-1}(x, x, y) &\approx y.
     \end{align*}

In particular a structure is 2-permutable precisely when it admits a Mal’tsev polymorphism.

Let $t$ be a $k$-ary operation on the set $H$ and let $A$ be a $k \times k$ matrix with entries in $H$. We write $t[A]$ to denote the $k \times 1$ matrix whose entry on the $i$-th row is the value of $f$ applied to row $i$ of $A$.

\begin{definition} [67, 48] Let $H$ be a structure. We say that $\mathbb{H}$ is \textit{join semidistributive} if there exists a $k$-ary idempotent polymorphism of $\mathbb{H}$ satisfying $t[A] = t[B]$ where $A$ and $B$ are $k \times k$ matrices with entries in $\{x, y\}$ such that $a_{ii} = x$ for all $i$, $a_{ij} = b_{ij} = x$ for all $i > j$ and $b_{ii} = y$ for all $i$.
\end{definition}
Conjecture 3.1. Let $\mathbb{H}$ be a core structure.
1. [21] If $\mathbb{H}$ admits a WNU polymorphism then $CSP(\mathbb{H})$ is tractable.
2. [76] If $\mathbb{H}$ is join-semidistributive then $CSP(\mathbb{H})$ is definable in linear Datalog (and hence is solvable in non-deterministic logspace).
3. [76] If $CSP(\mathbb{H})$ has bounded width and $\mathbb{H}$ is $n$-permutable for some $n \geq 2$ then $CSP(\mathbb{H})$ is definable in symmetric Datalog (and hence is solvable in logspace).

The first of these conjectures is known as the algebraic dichotomy conjecture; the “converse” of all three conjectures holds:

Theorem 7. Let $\mathbb{H}$ be a core structure.
1. [21] If $\mathbb{H}$ admits no WNU polymorphism then $CSP(\mathbb{H})$ is NP-complete.
2. [76] If $\mathbb{H}$ is not join-semidistributive then $CSP(\mathbb{H})$ is not expressible in linear Datalog and is P-hard.
3. [76] If $\mathbb{H}$ is not $n$-permutable for any $n$ then $CSP(\mathbb{H})$ is not expressible in symmetric Datalog and is NL-hard.

We gather in the next theorem some special cases of the conjectures that are known to hold:

Theorem 8. Let $\mathbb{H}$ be a core structure.
1. [17] If $\mathbb{H}$ admits an NU polymorphism then $CSP(\mathbb{H})$ is definable in linear Datalog;
2. [33] If $CSP(\mathbb{H})$ has bounded width and $\mathbb{H}$ is 2-permutable then $CSP(\mathbb{H})$ is definable in symmetric Datalog;
3. [66] If $CSP(\mathbb{H})$ is definable in linear Datalog and $\mathbb{H}$ is $n$-permutable for some $n \geq 2$ then $CSP(\mathbb{H})$ is definable in symmetric Datalog.

Since join semidistributive structures automatically satisfy the equivalent conditions of Theorem 4 (see [67]), statement (3) in the previous result reduces the symmetric Datalog conjecture to the linear Datalog conjecture.

First-order definable CSPs are in a sense the “easiest” of all non-trivial CSPs. It is known that CSPs that are not first-order definable are logspace-hard [76], and hence there are no fixed template CSPs with complexity strictly between $AC^0$ and $L$. Furthermore, first-order definable CSPs cannot be characterised in a purely algebraic way in the sense of the above conjectures: indeed, adding the equality relation to a structure’s basic relations does not change its polymorphisms but will make the CSP trivially logspace-hard. On the other hand, there exists a fairly simple combinatorial description of first-order definable CSPs via a dismantling algorithm [72], which in many special cases allows an explicit description of the underlying structures, see section 6 for some examples. It is known that the core of a structure $\mathbb{H}$ with first-order definable CSP admits an NU polymorphism [72], and by Theorem 7 it must also be $k$-permutable for some $k \geq 2$; furthermore, it follows from [86] that the CSP has tree duality, and hence the core of $\mathbb{H}$ must also admit idempotent TS polymorphisms of all arities.

3.2 Reductions to digraph problems

Digraph CSPs are, in full generality, as difficult as CSPs on more general templates. In fact, this remains true even for restricted families of digraphs. We say that two problems $A$ and $B$ are poly-time (logspace, first-order) equivalent if there exists polynomial time (logspace, first-order) reductions both from $A$ to $B$ and from $B$ to $A$.

Theorem 9. Let $\mathbb{H}$ be a relational structure.
1. [47] There exists a digraph \(D(H)\) such that CSP(\(D(H)\)) and CSP(H) are poly-time equivalent.
2. [47] There exists a bipartite graph \(B(H)\) such that CSP(\(B(H)\)+c) and CSP(H) are poly-time equivalent.
3. [47] There exists a poset \(P(H)\) such that CSP(\(P(H)\)+c) and CSP(H) are poly-time equivalent.
4. [41] There exists a reflexive graph \(R(H)\) such that CSP(\(R(H)\)+c) and CSP(H) are poly-time equivalent.

Feder and Vardi [47] actually refine results (1)-(3) by imposing various stringent conditions on the digraphs, bipartite graphs and posets. Unfortunately, the reductions given do not seem to behave well with respect to polymorphisms. The next result handles this situation, and guarantees that all interesting polymorphism identities will be preserved, with the notable exception of Malt’sev polymorphisms; indeed, Kazda [64] has shown that every digraph that admits a Mal’tsev polymorphism also admits a majority polymorphism, a property which does not hold for structures in general.

Let \(Z = (Z; \theta)\) be the digraph with \(Z = \{0, 1, 2, 3\}\) and \(\theta = \{(0, 1), (2, 1), (2, 3)\}\). A linear identity \(f(x_1, \ldots, x_k) \approx g(y_1, \ldots, y_n)\) is balanced if the variables appearing on each side are the same, i.e. \(\{x_1, \ldots, x_k\} = \{y_1, \ldots, y_n\}\). Call a set \(\Gamma\) of linear identities idempotent if for each operation symbol \(f\) appearing in some identity of \(\Gamma\) the identity \(f(x, \ldots, x) \approx x\) is in \(\Gamma\).

We say that a structure \(H\) obeys or satisfies \(\Gamma\) if for each operation symbol \(f\) appearing in \(\Gamma\), it admits a polymorphism \(f_H\) such that the set \(\{f_H\}\) satisfies the identities in \(\Gamma\).

Thus Theorem 10. [27] Let \(H\) be a relational structure. There exists a digraph \(D(H)\) such that the following hold:
1. The problems CSP(\(D(H)\)) and CSP(H) are logspace equivalent;
2. \(H\) is a core if and only if \(D(H)\) is a core;
3. If \(\Gamma\) is an idempotent set of linear identities such that
   a. \(Z\) satisfies \(\Gamma\),
   b. every identity in \(\Gamma\) is either balanced or contains at most two variables,
   then \(H\) satisfies \(\Gamma\) if and only if \(D(H)\) satisfies \(\Gamma\).

We remark that condition (a) is not very restrictive since \(Z\) satisfies all interesting identities in the present context, with the exception of 2-permutability (but it is 3-permutable) [27].

4. CSP(\(H\))

Obviously if the digraph \(H\) has a loop the problem CSP(\(H\)) is trivial as any digraph \(G\) then admits a constant homomorphism to \(H\); consequently in this section all digraphs are assumed to have no loops. We begin with a classic result of Hell and Nešetřil’s, reformulated in its stronger form that shows the algebraic dichotomy conjecture holds.

Thus Theorem 11. [51], [22] Let \(H\) be a symmetric digraph. If \(H\) is bipartite then CSP(\(H\)) is tractable; otherwise \(H\) admits no WNU polymorphism and hence CSP(\(H\)) is NP-complete.

If \(H\) is a non-trivial bipartite graph then its core is an edge, and hence the problem CSP(\(H\)) is in fact logspace-complete [1]. Other algebraic proofs of Hell and Nešetřil’s result can be found in [12] and [94].

Arguably the simplest digraphs are oriented paths and cycles; the classification of the complexity of their associated CSPs was completed by Feder [40]. The case of balanced cycles is settled by a reduction to so-called bipartite boolean constraint-satisfaction problems
that are shown to be either tractable or NP-complete, but the polymorphism behaviour is not quite transparent in the proof.

**Theorem 12.** [57], [49], [40] Let $H$ be a digraph.
1. If $H$ is an oriented path, then it admits (conservative) majority and semilattice polymorphisms;
2. If $H$ is an unbalanced oriented cycle, then it admits a (conservative) majority polymorphism;
3. If $H$ is a balanced oriented cycle, then $\text{CSP}(H)$ is either tractable or NP-complete.

There are known oriented trees with NP-complete CSP [49], [50]; the smallest known example is a 33-vertex triad [15]: a polyad is an oriented tree whose underlying graph has a unique vertex of degree greater than 2; a triad is a polyad with a unique vertex of degree 3. The algebraic dichotomy conjecture has been verified for a restricted family of triads called special triads [15], generalised to special polyads [11], and then to special oriented trees [26]. It turns out that the tractable CSPs on special oriented trees all have bounded width, and Bulin conjectures this holds for all oriented trees [26].

A semi-complete digraph is a digraph (without loops) such that there is at least one arc between every two vertices; this family includes complete graphs and tournaments as special cases. A dichotomy was first proved for semi-complete digraphs in [5]; the polymorphism behaviour of these digraphs is completely described in [61], Theorem 8.1. A digraph is locally semi-complete if if for every vertex $v$ of $H$, both the sets of in- (out-) neighbours of $v$ induce semicomplete digraphs. A dichotomy for CSPs on connected locally semi-complete digraphs is proved in [6], Theorem 6.1; it turns out that the dividing line between tractability and NP-completeness is exactly the same for the list homomorphism problem on these digraphs ([6], Theorem 6.2).

A digraph is smooth if it has no sinks or sources, i.e. if every vertex has both in- and out-degree at least 1. The next result proves the algebraic dichotomy conjecture for CSPs on smooth digraphs, as well as confirming a conjecture of Bang-Jensen and Hell [4];

**Theorem 13.** [16] Let $H$ be a smooth digraph. If each connected component of the core of $H$ is a circle, then $\text{CSP}(H)$ is tractable, otherwise $H$ admits no WNU polymorphism (and hence $\text{CSP}(H)$ is NP-complete).

### 5 $\text{CSP}(H^{+c})$

If we add to $H$ all unary singleton relations as possible constraints, we obtain the problem $\text{CSP}(H^{+c})$ which is in general harder than $\text{CSP}(H)$, unless $H$ is itself a core, in which case the problems are logspace equivalent [63]. Notice that the polymorphisms of $H^{+c}$ are precisely the idempotent polymorphisms of $H$. For instance, if $H$ is the symmetric 6-cycle, then its core is the symmetric edge and hence $\text{CSP}(H)$ is logspace-complete; on the other hand, $H$ admits no idempotent polymorphisms other than projections (exercise), and hence by Theorem 7 above the problem $\text{CSP}(H^{+c})$ is NP-complete. In the other direction, any complexity upper bound on the list homomorphism problem for $H$ also applies to $\text{CSP}(H^{+c})$; notice also that the polymorphisms of $H^{+l}$ are precisely the conservative polymorphisms of $H$.

One of the interesting aspects of the decision problem $\text{CSP}(H^{+c})$ from a combinatorial point of view is that, since $H^{+c}$ is a core for any digraph $H$, we may consider digraphs with possible loops. We start by examining a few results on mixed digraphs, then consider results on mixed undirected graphs, and then finally move on to reflexive digraphs. We shall use the
following terminology: A reflexive oriented path (cycle, tree) is an oriented path (cycle, tree) where all loops have been added.

5.1 $CSP(H^c)$ for mixed digraphs

An antisymmetric semi-complete digraph $H$ is called a tournament, i.e. for every pair of distinct vertices $u$ and $v$ exactly one of $(u,v), (v,u)$ is an arc of $H$. A tournament of mixed type is obtained from a tournament by adding some (perhaps not all) loops; more generally, we use the same terminology and talk about mixed (di)graphs, etc.

Theorem 14. [93] Let $H$ be a tournament of mixed type. Then either $CSP(H^c)$ has bounded width or $H$ admits no idempotent WNU polymorphism, and hence $CSP(H^c)$ is NP-complete.

A strongly bipartite digraph is a digraph $H = \langle H; \theta \rangle$ where $H$ is the disjoint union of two non-empty sets $A$ and $B$ and $\theta \subseteq A \times B$; equivalently, a digraph is strongly bipartite if every vertex is a source or a sink. The retraction problems for these digraphs exhibit a sharp collapse: indeed, by Theorem 8 the presence of an NU polymorphism guarantees that $CSP(H^c)$ is definable in linear Datalog; in the present case we actually get all the way down to non-recursive Datalog:

Theorem 15. [46] Let $H$ be a connected strongly bipartite digraph. Then the following are equivalent:
1. $H$ admits an NU polymorphism;
2. $CSP(H^c)$ is first-order definable.

5.2 $CSP(H^c)$ for mixed undirected graphs

A (mixed) pseudotree is a connected undirected graph that contains at most one cycle (other than loops, which are permitted.) The complexity of $CSP(H^c)$ for pseudotrees is characterised in the next result, although the polymorphism behaviour of the tractable case is not transparent in the proof.

Theorem 16. [44] Let $H$ be a mixed pseudotree. If the loops of $H$ induce a disconnected graph, or $H$ contains an induced cycle of length at least 5, or a reflexive 4-cycle or an irreflexive 3-cycle, then $CSP(H^c)$ is NP-complete. Otherwise $CSP(H^c)$ is tractable.

The special case of mixed undirected cycles is worth delineating. We note that the result invokes [91] which classifies the complexity of $CSP(H^c)$ for all mixed undirected graphs with at most 4 vertices.

Theorem 17. [44] Let $H$ be a mixed undirected cycle on $n \geq 3$ vertices. If $n = 3$ and $H$ has at least one loop, or if $n = 4$, $H$ has at least one non-loop and the loops of $H$ induce a connected graph, then $CSP(H^c)$ is tractable. Otherwise, $CSP(H^c)$ is NP-complete.

Analogous to Theorem 15 above, retraction problems on bipartite graphs also exhibit some collapse, although not quite as sharp as in the strongly bipartite case. Notice that a non-trivial bipartite graph without loops cannot admit an idempotent binary TS polymorphism and hence its retraction problem cannot be first-order definable.

Theorem 18. [71] Let $H$ be a connected, irreflexive bipartite graph. If $H$ admits an NU polymorphism then $CSP(H^c)$ is definable in symmetric Datalog, and hence solvable in logspace.
Combined with Theorem 7, it follows that a bipartite graph with an NU polymorphism must be \( k \)-permutable for some \( k \geq 2 \). R. Willard has verified that the converse holds if \( k \leq 5 \), however there exists a 6-permutable bipartite graph that admits no NU polymorphism [92].

### 5.3 \( \text{CSP}(\mathbb{H}^+c) \) for reflexive digraphs

A digraph is *intransitive* if, whenever \((u, v), (v, w), (u, w)\) are arcs then \(|\{u, v, w\}| \leq 2\). Notice that any digraph of girth at least 4 (i.e. whose underlying graph contains no induced cycle of size 3 or less) is intransitive, in particular oriented trees as well as oriented cycles on 4 or more vertices are intransitive.\(^1\)

▶ **Theorem 19.** [70] Let \( \mathbb{H} \) be an intransitive reflexive digraph. Then the following are equivalent:

1. \( \mathbb{H} \) admits a WNU polymorphism;
2. \( \mathbb{H} \) admits a majority polymorphism;
3. \( \mathbb{H} \) is a disjoint union of oriented trees;

if any of these conditions hold, \( \text{CSP}(\mathbb{H}^+c) \) is definable in linear Datalog; otherwise \( \text{CSP}(\mathbb{H}^+c) \) is NP-complete.

The fact that reflexive oriented trees admit a majority polymorphism is from [43] (the majority operation defined in the undirected case in Corollary 2.58 of [52] respects orientations.) Reflexive trees also admit a semilattice polymorphism [89]; hence the problem \( \text{CSP}(\mathbb{H}^+c) \) has width 1. We note in passing that there exist reflexive graphs whose retraction problem has width 1 but admit no semilattice polymorphism [56]; in fact, M. Siggers has recently found examples of such reflexive graphs that even admit a majority polymorphism [90]. A stronger statement than the last theorem holds for reflexive oriented cycles with at least 4 vertices, even allowing symmetric edges, which are in fact *idempotent trivial*, i.e. their only idempotent polymorphisms are projections [70]. The theorem as well as this last result are proved using a natural topological structure underlying reflexive digraphs; topological methods have also been used to study polymorphisms on digraphs in [31], [35], [75], [80].

*Gumm terms* characterise the important property of congruence modularity in varieties of algebras; by a result of Barto [7], a digraph \( \mathbb{H} \) admits Gumm polymorphisms exactly when it admits edge or cube terms, i.e. when \( \text{CSP}(\mathbb{H}^+c) \) has few subpowers (and hence is tractable.) In general the existence of Gumm polymorphisms does not imply the existence of NU polymorphisms (although the converse is true); the next result shows that for reflexive digraphs these conditions are actually equivalent. This result generalises [85] and [78] which previously proved it for bounded posets and general posets respectively. The fact that width 1 is implied by the presence of an NU polymorphism was first proved for posets in [79].

▶ **Theorem 20.** [82] Let \( \mathbb{H} \) be a connected reflexive digraph. Then the following are equivalent:

1. \( \mathbb{H} \) admits Gumm polymorphisms;
2. \( \mathbb{H} \) admits an NU polymorphism.

If these conditions hold, then \( \mathbb{H} \) admits idempotent TS polymorphisms of all arities, and hence \( \text{CSP}(\mathbb{H}^+c) \) has width 1.

---

\(^1\) For completeness’ sake we note briefly the behaviour of the remaining reflexive cycles: the directed cycle \( \mathbb{E} = ([0, 1, 2], \theta) \) with \( \theta = \{(0, 0), (1, 1), (2, 2), (0, 1), (1, 2), (2, 0)\} \) is idempotent trivial, and all other 3-cycles admit either a majority or a semilattice polymorphism.
Combined with Theorem 42 of [28], it follows from the last statement that reflexive digraphs admitting a majority polymorphism are precisely those for which $CSP(H^+)\) has so-called path duality.

Reflexive digraphs whose retraction problem is first-order definable have a nice description:

\begin{itemize}
  \item Theorem 21. [74] Let $H$ be a connected reflexive digraph. If $H$ is $k$-permutable for some $k \geq 2$ then it is strongly connected. Consequently, the following are equivalent:
  \begin{enumerate}
    \item $CSP(H^+)\) is first-order definable;
    \item $H$ is strongly connected and admits an NU polymorphism.
  \end{enumerate}
\end{itemize}

The sum $G \oplus H$ of two reflexive digraphs $G$ and $H$ is the digraph obtained from the disjoint union of the digraphs, adding all arcs of the form $(g, h)$ with $g \in G$ and $h \in H$. A reflexive digraph is series-parallel if it can be obtained from copies of the one element digraph using disjoint unions and sums. It is easy to see that such a digraph is in fact a poset. Equivalently, a poset is series-parallel if it is $N$-free, i.e. it does not contain the digraph $Z$ (defined in section 3.2) as an induced subdigraph. The following result describes a dichotomy for series-parallel posets; the tractable posets are also characterised by a finite list of forbidden retracts, as well as a simple topological condition.

\begin{itemize}
  \item Theorem 22. [31] Let $H$ be a connected, series-parallel poset. Then the following are equivalent:
    \begin{enumerate}
      \item $H$ admits a WNU polymorphism;
      \item $H$ admits idempotent $TS$ polymorphisms of all arities $k \geq 2$.
    \end{enumerate}
  \end{itemize}

There is a similar characterisation of series-parallel posets admitting an NU polymorphism [77]. For other work on the study of polymorphisms on posets the reader may consult the references of [85], [80] and [78]. There also has been extensive work on the study of polymorphisms on reflexive graphs, but most results relevant to this survey can be obtained as special cases of the above results of reflexive digraphs; for instance the analogs of Theorems 20 and 21 were first proved for reflexive graphs in [73] and [32]. [81] contains various interesting examples, [45] describes explicit generators for the variety of reflexive graphs, [20] studies NU polymorphisms on reflexive graphs, and [56, 88] investigate semilattice and lattice polymorphisms on these same graphs. [18] studies the idempotent polymorphisms of digraphs with at most 5 vertices.

6 $CSP(H^+)$

Recall that the polymorphisms of the structure $H^+$ are precisely the conservative polymorphisms of $H$. The proof of the algebraic dichotomy conjecture for the conservative case is due to Bulatov (see [8] for an alternative proof):

\begin{itemize}
  \item Theorem 23. [23] Let $H$ be a structure. If $H$ admits a conservative WNU polymorphism then $CSP(H^+)\) is tractable, otherwise it is NP-complete.
\end{itemize}

It turns out that a stronger result holds for structures whose basic relations are at most binary:

\begin{itemize}
  \item Theorem 24. [65] Let $H$ be a structure whose basic relations are at most binary. If $H$ admits a conservative WNU polymorphism then $CSP(H^+)\) has bounded width.
\end{itemize}
Hell and Rafiey had obtained this result earlier in the case of digraph CSPs (i.e. for a single binary relation) [53], as a by-product of a graph-theoretic description of the tractable cases, in terms of digraph asteroidal triples (DAT); because the definition of a DAT is rather involved and technical we do not give it here. In a very recent paper [55], Hell and Rafiey have characterised digraphs admitting a conservative semilattice polymorphism; the following result is implicit in their proof, and shows that there is quite a bit of collapse for digraphs in the conservative case. Note that the equivalence of the last two conditions does not hold for general structures, see example 99 in [68].

Theorem 25. [55] Let $\mathbb{H}$ be a digraph. Then the following are equivalent:
1. $\mathbb{H}$ admits a conservative semilattice polymorphism;
2. $\mathbb{H}$ admits conservative cyclic polymorphisms of all arities;
3. $\mathbb{H}$ admits conservative symmetric polymorphisms of all arities;
4. $\mathbb{H}$ admits conservative TS polymorphisms of all arities, i.e. $CSP(\mathbb{H}^{+1})$ has width 1.

The logspace conjecture (Conjecture 3.1 (3)) has been verified for at most binary structures [30]; here we state the graph-theoretic description of the digraphs with $CSP(\mathbb{H}^{+1})$ definable in symmetric Datalog which is from [37].

Let $\mathbb{H}$ be a digraph, and let $x, y \in H$. We say that $(x, y)$ is an edge if either $(x, y)$ or $(y, x)$ is an arc of $\mathbb{H}$. A sequence of vertices $x_0, \ldots, x_n$, $(n \geq 0)$ in $\mathbb{H}$ such that $(x_i, x_{i+1})$ is an edge for all $0 \leq i \leq n-1$ is called a walk in $\mathbb{H}$ from $x_0$ to $x_n$; we call the pair $(x_i, x_{i+1})$ a forward (backward) edge if $(x_i, x_{i+1})$ ($(x_{i+1}, x_i)$ respectively) is an arc. Two walks $P = x_0, \ldots, x_n$ and $Q = y_0, \ldots, y_n$ in $\mathbb{H}$ are congruent, if they follow the same pattern of forward and backward edges, i.e., when $(x_i, x_{i+1})$ is an arc if and only if $(y_i, y_{i+1})$ is an arc. Suppose $P, Q$ and $R = z_0, \ldots, z_n$ are pairwise congruent walks. We say that $(x_i, y_{i+1})$ is a faithful edge from $P$ to $Q$ if it is an edge of $\mathbb{H}$ in the same direction (forward or backward) as $(x_i, x_{i+1})$. We say that $P$ avoids $Q$ in $\mathbb{H}$ if there is no faithful edge from $P$ to $Q$; $R$ protects $Q$ from $P$ if the existence of faithful edges $(x_i, x_{i+1})$ and $(z_j, y_{j+1})$ implies that $j \leq i$. The digraph $\mathbb{H}$ contains a circular $N$ if there exist vertices $x, y \in H$, congruent walks $P$ from $x$ to $x$, $Q$ from $y$ to $y$ and $R$ from $y$ to $x$ such that $P$ avoids $Q$ and $R$ protects $Q$ from $P$.

Theorem 26. [30, 37] Let $\mathbb{H}$ be a digraph. Then the following are equivalent:
1. $\mathbb{H}$ does not contain a circular $N$;
2. $\mathbb{H}$ is $k$-permutable for some $k \geq 2$;
3. $CSP(\mathbb{H}^{+1})$ is definable in symmetric Datalog.

If one of these conditions holds then $CSP(\mathbb{H}^{+1})$ is solvable in logspace, otherwise it is NL hard.

[36] contains related results on oriented trees; digraphs that admit a conservative semilattice polymorphism are characterised in [54]. The digraphs with first-order definable list homomorphism problem also admit a nice graph-theoretic description [60]: two arcs $(x_1, y_1)$ and $(x_2, y_2)$ of a digraph $\mathbb{H}$ are said to be separated if neither $(x_1, y_2)$ nor $(x_2, y_1)$ is an arc of $\mathbb{H}$. A hindering bicycle in $\mathbb{H}$ is a subset $\{x_0, \ldots, x_n, y_0, \ldots, y_n\}$ of vertices of $\mathbb{H}$ ($n \geq 0$) such that (i) $(x_i, x_{i+1})$, $(y_i, y_{i+1})$ and $(x_i, y_{i+1})$ are arcs of $\mathbb{H}$ for all $i = 0, \ldots, n$ (indices modulo $n + 1$) and (ii) $(x_{i+1}, y_i)$ is not an arc of $\mathbb{H}$ for any $i = 0, \ldots, n$ (indices modulo $n + 1$).

Theorem 27. [60] Let $\mathbb{H}$ be a digraph. Then the following are equivalent:
1. $\mathbb{H}$ contains no separated arcs nor any hindering bicycle;
2. $CSP(\mathbb{H}^{+1})$ is first-order definable.
The special case of graphs (with loops allowed) is interesting in its own right. The algebraic dichotomy conjecture for list homomorphism problems has a very neat dividing line in this context: the graphs such that $CSP(H^l)$ is tractable are the so-called bi-arc graphs [42], which are precisely the graphs that admit a conservative majority polymorphism [20]. In [71] it is shown that among these, the graphs whose list homomorphism problem has width 1 are the bi-arc graphs that do not have a loopless edge; equivalently, these are the graphs that admit a binary conservative WNU polymorphism.

Since the presence of a majority polymorphism guarantees the CSP is definable in linear Datalog, Conjecture 3.1 (2) for the list homomorphism problem on graphs follows from the above; the proof of Conjecture 3.1 (3) in this special case can be found in [38]; an explicit description by finitely many forbidden subgraphs is given for the graphs $H$ such that $CSP(H^l)$ is definable in symmetric Datalog.

7 Open Problems and Further Discussion

We list, in no particular order, some open questions and problems, as well as further discussion of the results presented earlier.

1. If $H$ is an oriented tree such that $CSP(H)$ is tractable, does it also have bounded width [26]?
2. There is very little known about digraphs admitting (conservative) cube or edge terms, i.e. such that the problems $CSP(H)$, $CSP(H^c)$ and $CSP(H^l)$ have few subpowers. Investigate.
3. Characterise those digraphs $H$ whose list homomorphism problem is definable in linear Datalog and confirm Conjecture 3.1 (2) in this case.
4. Give a (simple?) graph-theoretic characterisation of digraphs that admit a conservative NU polymorphism.
5. Which posets admit a semilattice polymorphism? Does there exist a poset that admits TS polymorphisms of all arities, or even an NU polymorphism, but no semilattice polymorphism?
6. There exist posets whose retraction problem is tractable but does not have bounded width [69] ², but the ones that are known are quite large. Find small examples of such posets. Same question for reflexive graphs.
7. There exists an acyclic digraph $H$ such that $CSP(H)$ is tractable but does not have bounded width [3] but it is quite large; find some amenable examples.
8. M. Maróti [83] has analysed small reflexive digraphs by computer and obtained several 6-element examples whose retraction problem has bounded width but not width 1; there are no such examples for posets nor reflexive graphs of size at most 8. Investigate.
9. Topological methods would appear promising in the analysis of polymorphisms on reflexive digraphs, but there has been only preliminary work in this direction. For instance, is there a characterisation of reflexive digraphs admitting a WNU polymorphism via homology groups of idempotent subalgebras analogous to the case of posets? See the remarks after Corollary 4.5 in [78], but see also Proposition 1.3 of [73].
10. The complexity of deciding if a relational structure admits such and such “nice” polymorphism has been investigated in [29]. For many identities, the hardness results for general structures are still valid for structures with at most binary basic relations; however,

² L. Barto has verified that the example there is indeed tractable without the assumption that $P \neq NP$. 
for a single binary relation, i.e. a digraph, the problem often turns out to be better behaved. Investigate.
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